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Double Line Image Rotation
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Abstract— This paper proposes a fast algorithm for rotating
images while preserving their quality. The new approach rotates
images based on vertical or horizontal lines in the original image
and their rotated equation in the target image. The proposed
method is a one-pass method that determines a based-line
equation in the target image and extracts all corresponding pixels
on the base-line. Floating-point multiplications are performed
to calculate the base-line in the target image, and other line
coordinates are calculated using integer addition or subtraction
and logical justifications from the base-line pixel coordinates in
the target image. To avoid a heterogeneous distance between
rotated pixels in the target image, each line rotates to two
adjacent lines. The proposed method yields good performance
in terms of speed and quality according to the results of an
analysis of the computation speed and accuracy.

Index Terms— Double-line rotation, DLR, image representa-
tion, image rotation, image transform, line rotation.

I. INTRODUCTION

IMAGE rotation is considered a fundamental component
of many computer vision applications and machine vision

systems; thus, its speed and accuracy are important in most
cases [1], [2]. Highly accurate image rotation is essential
for certain image processing tasks such as feature extraction
and matching. Furthermore, in many applications, especially
real-time systems, a high speed of rotation is important [1], [3].
Hence, it is necessary and advantageous to define a method
that provides both high accuracy and fast execution. Image
rotation can be described as the movement of an image around
a fixed point [2]. The best description of the rotation is based
on polar coordinates, as shown in (1) [4].

T (r, θ) → R (r, θ + α) , (1)

where r is the radial coordinate, θ is the angular coordinate,
and α is the arbitrary angle of rotation. The rotation can also
be defined in Cartesian coordinates. An original input image
T(x, y) is supposed to rotate into a target image R(x, y) with
an angle of α. A pixel t with coordinates (xt, yt) in the image
T(x, y) is rotated to position (xr, yr) in R(x, y). The basic
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rotation transformation has been expressed in (2). The direct
determination of the rotated points is a one-pass method.(

xr
yr

)
=

(
cos α − sin α
sin α cos α

) (
xt
yt

)
. (2)

Determining the rotated point directly using a single
function such as (2) is a one-pass technique, whereas cal-
culating the rotated point using multiple functions such
as (3), (4), and (5) is a multi-pass technique. Compared with
multi-pass methods, one-pass methods are simple and usually
more accurate [2], [5]. However, although one-pass methods
are accurate, they are still inefficient because multiple
high-level calculations and computations are required.
As presented in (2), four floating-point multiplications and two
floating-point additions are required to calculate each rotated
pixel. For an image of many pixels, the one-pass method can
actually take longer than multi-pass methods [2], [5].

After performing the primary operation for finding all
rotated pixels using (2), an interpolation or resampling func-
tion must be used to assign values to the rotated pixels and to
determine the best fit for the rotated value from (2). The image
pixels use the grid coordinates, which are integers; therefore,
floating-point values in (2) should be assigned to the grid coor-
dinates using interpolation. Many interpolation methods have
been applied to determine the coordinates of the rotated pixels,
including bicubic, bilinear, midpoint, convolution-based, and
nearest neighbor interpolation [6]–[9].

The basic transformation matrix (2) can be decomposed
into several sub transformations [2], [10], thereby resulting
in the development of multi-pass methods for image rotation.
To obtain a rapid rotation, the sub-transformations should
be changed to skewing transformations, which act on each
coordinate separately and can thus be quickly per-
formed as row-by-row or column-by-column parallel shifts.
Two-pass and three-pass methods, which are based on different
derivations of the basic rotation transformation, have been
developed. Because flips are easy to implement visually, the
process of rotation is reduced to two consecutive flips [4].
A rotation by 2(β−α) has been accomplished, as shown in (3).

θ0 = θ0 + 2 (α − θ0) = −θ0 + 2α,

θ1 = θ1 + 2 (β − θ1) = θ0 + 2 (β − α) . (3)

The initial two-pass method in Cartesian coordinates is
presented in (4).(

xr
yr

)
=

(
cos α 0
sin α 1

) (
1 − tan α
0 1/ cos α

)(
xt
yt

)
. (4)
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Fig. 1. Image rotation by α = π
4 rad generated using three shearing

processes. (a) Original image. (b) x-shear by

(
1 − tan(α/2)
0 1

)
. (c) y-shear

by

(
1 0

sin α 1

)
. (d) x-shear by

(
1 − tan(α/2)
0 1

)
.

Apparently, there is a serious error in this decomposition.
Researchers have found that not all of the high-frequency
contents of the original image can be preserved by the
intermediate image that is yielded by the first sub-
transformation [2], [10], [11]. A rotation by α causes a size
minimization of cos α in width and sin α in length. For a
rotation angle of π

4 , the rotated image will be
√

2/2 times
smaller than the original image [2]. To avoid information loss
in multi-pass methods, resampling and magnification of the
original image T(x, y) in the horizontal direction must be
performed before performing the vertical skewing, and the
magnification factor is 1/cos α [10]. The resulting transfor-
mation is presented in (5).(

xr
yr

)
=

(
1 0

tan α 1

) (
1 − sin α
0 1/ cos α

) (
cos α 0

0 1

) (
xt
yt

)
. (5)

The “augmented two-pass rotation” method [11] is able to
maintain the data and preserve the information; however, this
method requires extra processing. Equation (6) corresponds to
a two-pass rotation using twice-skewing transformations.(

xr
yr

)
=

(
1 0

tan α 1+ tan α× tan (α/2)

)

×
(

1− sin α × tan(α/2) − sin α
0 1

) (
xt
yt

)
. (6)

Fig. 1 depicts the process for rotating an image using the
three shearing operations presented in (7).

(x0, y0) → (x0 − tan(α/2) ∗ y0, y0) = (x1, y1),

(x1, y1) → (x1, y1+sina∗x1) = (x2, y2),

(x2, y2) → (x2 − tan(α/2) ∗ y2, y2) = (x3, y3). (7)

These three steps can be expressed together to form a
rotation. Equation (7) describes a coordinate rotation from
(x0, y0) in T(x, y) to (x3, y3) in R(x, y). The three-shear
method can be decomposed from the basic rotation matrix
in (2) into three sub transformations in (8) [12], [13].(

xr
yr

)
=

(
1 − tan(α/2)
0 1

) (
1 0

sin α 1

)

×
(

1 − tan(α/2)
0 1

) (
xt
yt

)
. (8)

Thus, as indicated in Fig. 1, the image is first sheared
horizontally by − tan(α/2). Next, it is sheared vertically
by sin(α). Finally, it is sheared again along the horizontal
direction by − tan(α/2).

The three-pass method consists of three simple skewing
matrixes in which the changing coordinates can be incre-
mentally acquired. Fewer floating-point multiplications are
required compared to the two-pass methods, but an extra pass
is introduced [2], [5].

Several methods for image rotation have been proposed.
All such methods can be classified into two categories:
one-pass and multi-pass methods. Our proposed one-pass
method, which is called double-line rotation (DLR), applies
a direct rotation point with linear estimation onto the target
image. The proposed method uses columns or rows of the
original image as lines for rotation and finds the corresponding
line’s pixel coordinates in the target image. Applying the
proposed DLR technique, other interpolation techniques in
the rotation phase, such as midpoint [2], cubic [6], [9], and
convolution-based interpolation [3], are no longer necessary;
thus, the response time is reduced.

II. RELATED WORKS

A high-speed one-pass algorithm for image rotation was
proposed by Xuede et al. [2]. The algorithm considers that an
m × n image T consists of m line images. Thus, the rotation
of an image is simply the rotation of all of the line images.
The distinguished midpoint technique for line generation and
interpolation is utilized to accurately and rapidly perform the
rotation of each line image. The algorithm rotates m images
instead of one image and merges them to achieve the final
rotated result. The method uses a midpoint algorithm as an
interpolation technique to determine the best fit for the pixels
in the rotated image. In their proposed method, the input
images must be pre-rotated by a special angle (i.e., 90°,
180°, or 270°) to limit the absolute angles of rotation to 45°.
However, the method produces unassigned pixels in the rotated
image after merging all of the rotated lines and therefore
necessitates post-processing to fill the holes. Xuede et al. [2]
suggested a technique for general rotation by proposing only
a base pixel rotated by a single calculation. The rotated x
and y coordinates for the neighboring pixels are obtained by
adding cos α and sin α to the x and y coordinates, respectively.
Consequently, an image is rotated more rapidly than it is
with the basic one-pass methods in (2) because the method
does not require additional treatment other than two additions
of decimal fractions and rounding operations. However, it
is important to note that large coordinate errors may be
accumulated through continuous additions.

In a large coordinate system, a resampling function is
usually necessary to assign values to unallocated pixels and
to determine the best fit for rotated values when they are
floats. Pixels in images use the grid coordinates, and the
grid coordinates are integers. Therefore, the floating-point
numbers from the basic rotation transform (2) should be
assigned to grid coordinates using resampling functions and
interpolation techniques. Usually, rotated pixels cannot be
easily assigned using only two additions of decimal fractions
and rounding operations in large coordinate systems because
of pixel overwriting or unallocated pixels in the rotated image.
Many interpolation methods and resampling functions have
been used to determine the proper coordinates of rotated pixels
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and to assign the best value to unallocated pixels; examples
include bicubic, bilinear, midpoint, convolution-based, and
nearest neighbor interpolation.

Various improvements, such as those presented in [2], [3],
[14], and [15], on the computing efficiency of rotation methods
have been made. Such proposed methods usually improve the
interpolation methods to find the best fit for the rotated pixels.
Yu et al. [14] proposed a new algorithm for interpolation
that can rotate an image by directly moving pixels according
to the skewed angle and simultaneously avoid floating-point
computations. Consistent resampling theory (CRT) is used for
interpolation in three-shearing rotation and resizing to improve
the quality of the rotated/resized image [15].

One-pass methods are simple methods, and they pro-
vide low-speed rotation, primarily because they require four
floating-point multiplications and two floating-point additions
for each pixel [2]. This requirement is considered a flaw of
the one-pass method and consequently has become one of
the motivations for developing multi-pass methods. Despite
accelerating the rotation, the accuracy of multi-pass methods
is low because of the introduction of frequency aliasing during
the rotation [16] and because extra processing is necessary
to reduce or avoid additional aliasing [17]. Furthermore,
multi-pass methods require more temporary memory for the
rotation. Several improvements of three-shear methods have
been made to reduce the size of the memory and buffer for
rotation. Multi-pass methods have been widely investigated
in [5], [15], and [18]. Such methods have also been extended
to 3D rotations of image volumes [19].

Several methods of reducing the memory usage through
region or array rotation rather than point rotation have been
proposed. However, most studies have been restricted to
special cases of rotation or special tasks [20], [21] or have
used parallel processing to obtain high speeds [22]–[24].
Kermisch [20] has successfully patented a method for rotating
digital images that minimizes the necessary number of disk
accesses. This method is practical in cases for which the
image is large but the available computer memory is limited.
Subsequently, Paeth [13] proposed a raster rotation using
shearing lines. Chien and Baek [25], [26] proposed a fast
black run rotation algorithm for binary images. They could
accelerate the rotation by more than twice compared with other
rotation methods and successfully utilized the line breakdown
method to facilitate the elimination of holes that exist in
the rotated plane. After the rotation in the rotated image,
there are certain pixels that have no values allocated to them.
Generally, these pixels are called holes or unallocated pixels
in the rotated image. To eliminate holes, post-processing is
necessary. Scratching image pixels, resampling, or interpola-
tion using methods such as nearest-neighbor, bilinear, cubic, or
bicubic interpolation during the rotation are used to remove the
holes. The algorithm proposed by Chien and Baek [25], [26]
works by extracting black lines from a binary image. The
algorithm rotates the starting and ending points and then draws
a line between the two rotated points.

Local interpolation is an imprecise step and obliterates the
global information of the image. When performing shears,
interpolations to new grid points must be performed as a

discrete image is defined on a grid. The interpolation used
in resizing avoids losses of information about the image;
however, this process affects the image quality [1], [19].
Despite these drawbacks, two- and three-dimensional image
rotation using the fast Fourier transform (FFT) and three shears
yields accurate results [3], [4], [27]–[30]. The basic concept
of the Fourier method for rotation is that three-shear processes
are applied to the original image, and each shear process is
implemented using the FFT [30]. Park et al. [1] demonstrated
that Hermite functions provide a better representation and are
suitable for rotation compared with FFT techniques, and the
authors elaborated on how these functions can be utilized for
image representation.

Various works related to the Radon and Trace transforms
have used projections and a polar coordinate system for image
rotation [31], [32]. The main objective of these approaches
is to maintain the original pixel intensities by downscaling
the rotated image. Usually, the rotation is conducted without
interpolation. The method presented in [31] and [32] produces
exact digital image rotations by re-ordering the elements in
the discrete sinogram of projections defined by the finite
Radon transform (FRT), but it has a high computational
cost. All original pixel values are accurately preserved by
synchronized scaling and rotation of image pixels.

III. DLR METHOD

One-pass methods are not sufficiently rapid, but they pro-
vide a high-quality rotated image [2], [5]. In this paper, a
new one-pass method for realizing the high-speed rotation
of images while preserving the image quality is proposed.
The new rotation method, which is based on line views of
the image and their rotation, employs the line coordinates
in the target image. It finds the base-line equation in the
target image and extracts all pixels that correspond to the
base-line. Extracting the pixels that correspond to the base-line
is performed only once. The base-line equation is assumed to
be an injective function; therefore, ∀x ∈ �

≥, there is only
one f (x) value. By rounding f (x) to the nearest number, the
corresponding pixel on the base-line is reached. All extracted
coordinates from the base-line are applied to calculate other
adjacent line coordinates. The corresponding pixels in other
lines of the target image are calculated by addition or sub-
traction from the base-line pixel coordinates. Consequently,
the proposed algorithm calculates the line equation only once
and applies its coordinates to calculate all of the image lines’
corresponding pixels in the target image. The proposed method
exactly preserves the original pixel values and intensities.

A. Base-Line Calculation

In the proposed method, a base-line equation in the target
image with an arbitrary slope of α is calculated. Then,
all columns or rows from the original image, depending
on α, are transformed to the corresponding coordinates in
the target image. As shown in Fig. 2(a), for a rotation, all
pixels in line ω at an angle of 0° transfer to the corresponding
line ωr at an angle of α. α ∈ [0, 2π) is segmented into
eight areas and two groups, including group H and group V.
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Fig. 2. Basic concept of line rotation. (a) Rotate a line by α. (b) Vertical
and horizontal zones.

Fig. 3. Using the base-line equation to calculate all available transform lines
in the target image.

In the H areas, horizontal lines from the original image are
used for rotation; in the V zones, vertical lines from the
original image are employed. The m × n image T has m lines
in V zones and n lines in H zones.

The H zones are α = [−π
4 , π

4

]∪[3π
4 , 5π

4

]
(Fig. 2b),

and the V zones include vertical lines in the image,
where α = ∣∣π

4 , 3π
4

∣∣ ∪∣∣ 5π
4 , 7π

4

∣∣.
The original image T is assumed to have size m × n. m

is the number of rows on the y-axis, and n is the number of
columns on the x-axis. In this paper, image R is assumed
to be the target, or rotated, image. The base-line equation
is f (x) = Sx, where S is the line gradient. S is calculated
via the angle of rotation, which is tan α. All available lines
with the same slope can be extracted using a defined b ∈ �,
b = ]−∞,+∞], which is added to the base-line equation to
extract all available lines with the same slope in image R by
f (x) = Sx + b. Fig. 3 shows that, using b, all available lines
in the m × n image T can be allocated to lines in image R
with angles of α. The movement of b depends on the image
size, and α can vary. The maximum movement of b equals√

m2 + n2, where α ∈ [π
4 , 3π

4 , 5π
4 , 7π

4 ], and the minimum
movement is min(m, n), where α ∈ [0, π

2 , π, 3π
2 , 2π].

Using the base-line and b to transform all lines from the
original image to the target image causes the pixel Euclidian
distance problem shown in Fig. 4(b). The distance between
diagonal adjacent pixels in the target image is

√
2 for the

case of α = π
4 rad (instead of 1, which is the distance in the

original image), but the distance between two perpendicular
adjacent pixels in the target image is equal to 1 (and 1 is
the corresponding difference in the original image). In the

Fig. 4. Affine effect in the rotated image. (a) Original images.
(b) Transformed adjacent lines causing incorrect distances between pixels in
the target image. (c) Image after the transform without calculating the starting
point for each line for the rotation of π

4 rad.

same manner, the distance between the first line and the third
line in the target image is equal to

√
2 (instead of 2 in the

original image). Heterogeneous distances between rotated
pixels in the target image cause an affine image, which is
shown in Fig. 4(c). To avoid the affine transform, all pixel
distances in the target image must be the same multiple of the
original image’s corresponding distance.

To achieve a homogenous distance between pixels, the
starting points for each line in the target frame are employed.
If the starting points for each line are not used, the transforma-
tion is performed with the affine transform. The starting points
are calculated as the corresponding pixels on a line for which
the equation is specified by the

∣∣α±π
2

∣∣ gradient. The start-line
is perpendicular to the base-line, and the first pixel of each
line in the target frame must be on the start-line. An example
of a start-line is presented in Fig. 5(a) as fs(x). Fig. 4(c)
shows a rotation by π

4 rad in which the starting points have
not been used. Without starting points, the resultant image
contains affine effects along the y- or x-axis, depending on α
and its zone.

Forming homogenous distances between adjacent pixels in
the target image indicates a difference between the original
pixel distances and the rotated pixel distances. The rotated
image is enlarged by a maximum factor of

√
2

2 (in the case of
α =π

4 rad) because the adjacent pixel distance changes from
1 to

√
2 (when α =π

4 rad). The DLR method preserves all
of the original pixel values by synchronized scaling of the
original image aspect. Retaining the fixed-order contour of
the original shape during rotation magnifies the rotated image,
but resizing (minimizing) the rotated image is not necessary
unless the enlargement, aliasing of the edges of the rotated
image and the expense of memory or storage are not optimal
for certain special tasks in image processing and computer
vision. Fig. 5(b) shows the homogenous distances in the target
frame obtained using the start-line. In the original image,
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Fig. 5. Applying the start-line in the rotation transform. (a) The start-line
calculation and the size of the target image where α ∈ [0, π

4 ]. (b) The
target image adjacent pixel distance after applying the start-line. (c) A sample
of rotating a black rectangle to show unallocated pixels with line rotation
for α = π

4 .

the Euclidian distance between pixels 2 and 7 is
√

2; after
the rotation by α =π

4 rad, as shown in Fig. 5(b), the distance
is multiplied by

√
2 such that the distance is enlarged by a

factor of
√

2
2 in the target image. The magnification of the

proposed method is equal to |sin (α)| for vertical zones and
|cos (α)| for horizontal zones (where α is the angle of rotation)
and ranges between 0 and

√
2

2 .
Using the base-line equation for rotation, some unallocated

pixels occur, as Figs. 5(b) and 5(c) show for α =π
4 ; these

pixels must be addressed. The unallocated pixels can be
eliminated by interpolation algorithms (such as linear, nearest
neighbor, bicubic, or midpoint interpolation), which reduce the
speed of rotation.

B. Unallocated Pixel-Filling Strategy

Unallocated pixels can be filled using various image
processing filters such as mean and median filters. Using a
filter requires post-processing to fill the holes and allocate

Fig. 6. DLR. (a) Distance between pixels in the target image after
DLR is performed. (b) Original image. (c) Line rotation of α = π

4 .
(d) DLR of α = π

4 .

the proper value for unknown pixels according to the adja-
cent pixel values, which decreases the speed of the method.
Moreover, maintaining the original intensity or color in the
target image is important for certain pattern recognition and
computer vision tasks. To guarantee high-speed operation,
a new approach for solving the unallocated pixel problem
without interpolation techniques or filters is proposed. The
proposed technique is applied during the rotation; thus, post-
processing is no longer required unless resizing to the actual
image size upon request. The results of the method indicate
that the quality of the proposed strategy is as good as the
median filter at maintaining the original intensity of the pixels.

The proposed method uses duplication in which each line
in the original image is transferred to two adjacent lines in
the target image. The second line corresponds to the same
x value but a different f (x). For example, for xn∈ T, there
are two lines, f (x) and f (x)+1. f (x)+1 would be overwritten
when f (xn+1), xn+1∈ T has the same coordinates. The second
line (the so-called double-line) has less priority than the
main line; therefore, the main-line coordinates overcome the
double-line coordinates in terms of overlapping. The results of
DLR are shown in Fig. 6. In the vertical zones, vertical lines
are duplicated, while in the horizontal zones, horizontal lines
are used. In the horizontal zones, the image quality assessment
results do not show any differences between duplicating
up-lines to below-lines and duplicating below-lines to
up-lines. Similarly, in the vertical zones, duplicating left-lines
to right-lines does not change the quality of the resulting image
compared to duplicating right-lines to left-lines.

After rotation, the distance ratio between pixels in the
original and rotated image must be the same. For example,
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if the distance between two points A → B and B → C in
the original image equals Z, then in the rotated image,
the corresponding distance A′ → B′ equals Z′, and B′ → C′
equals Z′′. For a correct rotation, the distance ratio between
the same points in the rotated and original images must be
the same such that Z′ = Z

′′= δZ, where δ indicates the
enlargement or reduction in the distance between two points
in the rotated image. If δ > 1, the rotated image is larger
than the original image; if 0 < δ < 1, the rotated image is
smaller than the original image; and if δ = 1, the rotated and
original images are the same size. Using DLR, each pixel
in the original image is mapped to two pixels in the target
image. The distance between the centers of two mapped pixels
as a group is calculated rather than using the center a single
pixel. Thus, two identical mapped pixels are treated as one, and
the center of their rectangle is used to measure the distance.
Using the proposed method, the distance ratio between pixels
remains constant, as shown in Fig. 6(a). In the worst cases
(e.g., α = π

4 ), the maximum distance is
√

2 instead of 1;

thus, the image is enlarged by a factor of
√

2
2 , as mentioned

above. The double-line generates the second pixels using the
first-line equation in the target image, as shown in Fig. 6. The
double-line pixels have less priority than the first-line pixels;
therefore, the first-line pixels overcome the double-line pixels
in terms of overlapping.

The image enlargement by the proposed method makes
heuristic sense for logical rotations, for which all boundary
pixels remain in the same position and number. Fig. 7 shows
the rotation of a 3×5 rectangle that includes 15 pixels
by different methods based on a basic rotation function,
where α = π/4. All methods vary in terms of the number
and order of contour pixels due to their resampling/resizing
functions. However, unallocated pixels do not appear in
three-shear methods, but the contour pixels of the shape do not
remain with their order, as shown in Fig. 7(b). The bilinear and
bicubic interpolation methods generate more logical results,
but they change the order of contours and the values of the
pixels. The proposed algorithm changes the number of pixels,
but the shape contour and pixel values remain fixed. The
presented algorithm generates a result that is similar to that
of the bilinear interpolation method but preserves the intensity
of the original pixels. Retained fixed-size contours and pixel
intensities are useful measures for some tasks in computer
vision and image processing applications such as invariant
feature extraction. Fig. 7(g) illustrates the concept of retaining
fixed-size contours in a grid view. Hence, ten pixels are the
boundary pixels; their order remains identical to the original
order when the shape is rotated. DLR yields the result without
any changes in the pixel values, and the contour grid size of
the shapes remains the same in the rotated image.

C. Calculation of the Base-Line, Start-Line and
Target Image Size

The first step for rotation is the calculation of the target
image size. Each area uses a different equation to determine
the size of the target image. For ease of understanding and
calculation, eight zones, Zone 1 = [

0, π
4

]
, Zone 2 = ]

π
4 , π

2

]
,

Fig. 7. Rotation of a rectangle by α =π
4 rad. (a) Original rectangle.

(b) Rectangle rotated by the three-shear method and nearest neighbor interpo-
lation without resampling. (c) Rectangle rotated using the basic function and
bilinear interpolation (the number of pixels increases to 23, and the values of
all pixels change). (d) Rectangle rotated using the basic function and bicubic
interpolation (the number of pixels increases to 49, and the values of all pixels
change). (e) Rectangle rotated using the double-line algorithm (the number of
pixels increases to 23, but the values of the pixels remain fixed). (f) Rectangle
rotated by the basic function and nearest-neighbor interpolation (the number
of pixels changes to 17, but two pixels, 6 and 10, are missed). (g) The rotated
and original image have the same contour size in a grid computation by DLR
for α = π

4 rad.

Zone 3 = ]
π
2 , 3π

4

]
, Zone 4 = [3π

4 , π
]
, Zone 5 =]

π, 5π
4

]
, Zone 6 =

]
5π
4 , 3π

2

]
, Zone 7 = ] 3π

2 , 7π
4

]
, and

Zone 8 = [ 7π
4 , 2π

]
, are defined, as shown in Fig. 8. The

second step is the calculation of the starting points. All of the
lines in the rotated image begin from line ωs in fs (x) = Sbx
and Sb = tan (α + π

2 ). Sb is the slope of the start-line that
is used to determine the coordinates of the starting points for
each line in the target image. Each rotated line must begin
from a starting point, and its slope depends on α.
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Fig. 8. Segmenting eight zones for DLR.

1) Zone 1: The size of the rotated image is calculated before
rotation for an m × n image T and angle of α. The size of the
rotated image R is mrt × nrt and is calculated by (9), where
the rotation angle is in zone 1 (α ∈ [

0, π
4

]
).

mrt = m + γm, nrt = n + γn. (9)

The calculation method and value of γm and γn are different
for each zone. In zone 1, γm = f (n) and γn = ∣∣ m

Sb

∣∣. The
base-line is calculated by f (x)= Sx, where S = tan α.
γm and γn are shown in Fig. 5(a). When α is in zone 1, it is in
the H zone, and all horizontal lines are rotated; thus, there are
m lines. Surely, the m lines have m starting points. In zone 1,
for the starting point with coordinates (xs, ys), all ys are given,
and the xs are unknown; thus, the x coordinate of the starting
point is needed. We define fs(y) = y

Sb
∀yε[1, m]. Thus, line i

begins from fs(i); therefore, the starting point of line i has
coordinates ( fs (i) , i). Fig. 5(a) denotes the start-line as fs (x).

The vector values of all members of f (x) and fs(x)
are rounded to the nearest integer number. In the
exact half, the rounding algorithm determines the highest
number. Therefore, f (x) and fs (x) ∈ � (where in zone 1,
for f (x) ,∀xε[0, n − 1], and for fs (x) ,∀xε [0, m − 1]). The
indices must be positive numbers (absolute values) as they
are image-pixel indices. Thus, we define f (x)∈�≥ and
fs (x)∈�≥. f (x) and fs(x) are calculated and rounded only
once as the base-line and start-line. Other transferring lines
follow from the base-line equation by adding or subtracting b
from f (x).

2) Zone 2: In zone 2, all available vertical lines (n lines)
in the image transform to the corresponding lines in the target
image. The starting points in the rotated lines are calculated
using line fs. In zone 2, f (y) is calculated instead of f (x)
because vertical lines are being mapped. There are m points
necessary for each line to determine f (y). Thus, the value on
the y-axis is given, and the corresponding value on the x-axis
is unknown. Therefore, the rotated coordinate for each pixel
in line i is ( f (i) , i), for which f (i) is calculated as i

tan ( π
2 +α)

.
The size of the rotated image is calculated using γm and γn,

as shown in Fig. 9(a). In �ABC, m is the hypotenuse, and
ϕ = π − α−π

2 ; thus, γn = (cos ϕ)m and γm = √
m2 − γ 2

n .
In the image T, when the calculation extends to pixels instead
of lines, γn= m and γm= f (n). Fig. 9(b) shows the grid when
pixel m lies on line f (x) = tan(α + π

2 )x. The size of the
target image in zone 2 is calculated using (10).

mrt = γm + n, nrt = f (n) + γn, (10)

Fig. 9. DLR in zone 2. (a) Calculating the start-line and the base-line for
rotation. (b) γn= m, where line x = 0 lies on f (x) = tan (α+π

2 )x.

where f (n) in nrt comes from f (y) such that f (y) =
y

tan ( π
2 +α)

in Z2. All pixels in the vertical lines map to
rotated lines and start from line fs with the linear equa-
tion fs (x)= ( tan α)x. The rotation equation is f (x) =
tan (α + π

2 )x+bi, where bi corresponds to the vertical line
such that ∀i ∈ [0, n − 1]. Thus, each line in the m × n image T
with equation x =bi, where bi∈ [0, n − 1], maps to f (x) =
tan (α+π

2 )x+bi.
3) Zone 3: In zone 3, the slope is negative, but the equations

are the same as for zone 2. Vertical lines instead of horizontal
lines and f (y) instead of f (x) are used to calculate the
base-line’s corresponding pixels. The size of the rotated image
R (mrt×nrt) is mrt = γm+n, and nrt = γn + m.

γn = | fs(n)|→ fs (y) = y
− tan α , and γm =

√
m2−AC

2

in �ABC, where AC = (cos ϕ)m. As shown
in Fig. 10, in �ABC, m is the hypotenuse, and
ϕ = (π − α) − π

2 . In the image, the calculation
extends to the pixels and grid; thus, γm = | f (m)|.
Each pixel in image T has two corresponding values in
image Rt, i.e., ∀x, y ∈ T, ∃X, Y, XD, YD∈Rt, X = f (x) ,
Y = γm + fs (y) , XD = f (x + 1) , and YD=γm + fs (y),
where XD and YD are the double-line coordinates.

4) Zone 4: In Zone 4, horizontal lines are used for the
rotation. The slope of fs (x) is positive, but f (x) has a negative
gradient. Each horizontal line in image T lies in a line with
S = |tan (α)| and shears using the line fs (x) , with fs (x) =(
tanα+π

2

)
x. The size of the rotated image is mrt = γm+m,

and nrt = γn+n, where γn = fs (m) →
∥∥∥ m

tan(α+ π
2 )

∥∥∥ and
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Fig. 10. Calculating the base-line, start-line, and size of the rotated image
for the DLR in zone 3.

Fig. 11. Calculation of the base-line, start-line, and size of the rotated image
for the DLR in zone 4.

γm = f (n)→‖n tanα‖. Each horizontal line in the m × n
image T with equation y =bi, bi = [0, m − 1] is mapped
to f (x) = Sx − bi and shears using fs (x) = (

tanα+π
2

)
x,

as presented in Fig. 11.
5) Zone 5: In zone 5, the rotated image can be generated

by logical justification performed on the indices. All zones are
a transform from Z1 or Z2, depending on whether vertical or
horizontal lines are used. Z5 is a transform from Z1 or Z4. The
sizes of the rotated image in Z1 and Z5 are the same; thus,
mrt = mZ1 and nrt = nZ1. The transform τ1|X = −x, Y = −y
makes a rotation in Z5 based on the Z1 rotated image. When

α =
]
π, 5π

4

]
, a rotation of α − π in Z1 is performed, and the

result transforms by τ1. Thus, for each line in the m × n
image R in Z1, there is a corresponding line in the mrt×nrt
image R in Z5 that is transformed by τ1. The internal transform
in each line from Z1 to Z5 is applied by

∀x, y ∈ Li, i = [0, m − 1] ,

Linew (X, Y) = L(m−i)(nrt−x,mrt−y), (11)

where Lnew is the transformed line in Z5 (see Fig. 12).
Generally, all zones that use vertical lines (Z2, Z3, Z6,

and Z7) are a transform of each other, and in the same
manner, all horizontal zones (Z1, Z4, Z5, and Z8) can be
generated by transforms from each other. A direct rotation
is faster than an indirect rotation in (11). For a direct rotation
in zone 5 without using a transform from zone 1 or zone 4,
horizontal lines are used for the rotation. The slope of

Fig. 12. Transform of lines from zone 1 to zone 5.

Fig. 13. Direct line rotation in zone 5 using the base-line equation and the
start-line.

f (x) is positive, but fs(x) has a negative gradient. Each
horizontal line in image T lies in a line with tan (α) and
shears using fs (x) = (

tanα+π
2

)
x. The dimensions of the

rotated image are mrt = γm+m and nrt = γn+n, where

γn = fs (m) →
∥∥∥ m

tan(α−π
2 )

∥∥∥ and γm = f (n)→ ‖n tan α‖. Each

horizontal line in the m × n image T with equation y = bi is
mapped to f (x) = Sx − bi, bi = [0, m − 1] and shears using
fs (x) = (

tanα−π
2

)
x, as presented in Fig. 13.

6) Zone 6: In zone 6, a rotated image is generated by
a transform from either zone 2 or 3. A transform from
zone 1 to zone 5 has been previously described, and it
is similar to the transform from zone 2 to zone 6. Here,
the transform from zone 3 to zone 6 is discussed. The
description of the method can be used for a transform from
zone 4 to zone 5. The size of a rotated image in Z6 and Z3
is the same; therefore, mrt = mZ3rt and nrt = nZ3rt. The
transform τ2|X = x, Y = −y produces a rotation in Z6 of
a rotated image in Z3. When α =

]
5π
4 , 3π

2

]
, a rotation in

zone 3 of α− 3π
4 is performed, and the result is transformed

by τ2. Thus, for each line in the m × n image R in zone 3,
there is a corresponding line in the mrt×nrt image R in
zone 5 that is transformed by τ2. The internal transform in
each line is applied using (12) for zone 3 to zone 6 as follows:

∀x, y ∈Li, i = [0, n − 1] ,

Linew(x,y) = L(n−i)(x,n−y)
, (12)

where Lnew is the transformed line. The transform from
zone 3 to zone 6 is shown in Fig. 14.

For direct rotation in zone 6, vertical lines instead of
horizontal lines and f (y) instead of f (x) are used.
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Fig. 14. Transform of lines from zone 3 to zone 6 using τ2.

Fig. 15. Direct line rotation in zone 6 using the base-line and starting points.

Values on the y-axis are given and available, but values on
the x-axis are unknown. The dimensions of the rotated
image R (mrt×nrt) are mrt = γm + n and nrt = γn + m, where
γm = ‖ f (m)‖ and γn = fs(n) → fs (y) = y

tan α , as indicated
by Fig. 15. The rotation equation is presented in (13).

∀x, y ∈ T, ∃X, Y ∈Rt, X = nrt−x− fs (y) ,

Y = f (m − y) , (13)

where x, y are the image indices that map to X, Y as new
matrix indices of the rotated image.

7) Zone 7: In zone 7, a rotation can be performed directly or
by a transform from other vertical-line zones (Z2, Z3, or Z6).
Z7 can be generated using τ1 from zone 3 or τ2 from zone 2.
It can also be generated from Z6 using τ3|X = −x, Y = y, as
shown in Fig. 16. Each vertical line in the rotated image in
zone 6 uses (14) to transform to zone 7.

∀x, y ∈Li, i = [0, n] , Linew(x,y) = L(i)(m−x,y)
. (14)

For direct rotation in zone 7, as for zone 6, vertical lines
instead of horizontal lines and f (y) instead of f (x) are
used. The dimensions of the rotated image R(mrt×nrt) are
mrt = γm+n and nrt = γn+m, where γm = f (m) for
f (x)= x tan (α+π

2 ) and γn = ‖ fs(n)‖ → fs (y) = y
tan α .

Fig. 16. Transform of lines from zone 6 to zone 7 using τ3.

Fig. 17. Direct line rotation in zone 8 using the base-line and starting points.

The rotation equation is presented in (15).

∀x, y ∈ T, ∃X, Y ∈Rt, X = m − y+ fs (x) ,

Y = f (y) , (15)

where x, y are the image-matrix indices that map to X, Y as
the new matrix indices of the rotated image.

8) Zone 8: In zone 8, the rotated image can be generated
from other horizontal-line zones (Z1, Z4, and Z5), using τ1 for
a transform from Z4, using τ2 for a transform from Z1, and
using τ3 for a transform from Z5. As Fig. 17 shows, the slope
of fs (x) is positive, but f (x) has a negative gradient. Each
horizontal line in image T lies in a line with slope tan (α) and
shears using line fs (x) with equation fs (x) = (

tanα+π
2

)
x.

The dimensions of the rotated image are mrt = γm+m and

nrt = γn+n, where γn = fs (m)→
∥∥∥ m

tan(α+π
2 )

∥∥∥ and γm =
f (n) →‖ntanα‖. Each horizontal line in the m × n image T
with equation y =bi,bi = [0, m − 1], is mapped to
f (x) = Sx + bi and shears using fs (x) = (

tanα+π
2

)
x. The

rotation is specified in (16).

∀x, y ∈ T, ∃X, Y ∈Rt, X = γn − fs (y) +x,

Y = f (x) . (16)

Direct line rotation and separate calculations for rotation
in each zone have been provided. Therefore, pre-rotation to
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the basic zones and then using a transform of τ1, τ2 or τ3
to complete the rotation is no longer necessary; thus, the
speed is higher because of the direct rotation. The proposed
method primarily uses integer addition and logical justification
after calculating the base-line and start-line. This significantly
reduces the number of floating-point computations and thus
can be rapidly performed.

IV. EVALUATION

The image-rotation methods are evaluated based on two
measures: accuracy and speed. A high accuracy of image
rotation is fundamental for follow-up processing such as
feature extraction and feature matching [1], [3]. A high speed
of rotation is also significant in many applications, especially
real-time systems [2], [14], [25]. The proposed method (DLR)
can perform rapid rotation because it primarily uses integer
addition and index justification. The speed and response time
of DLR are assessed based on the number of multiplications
and additions of integers or floating-point numbers. The accu-
racy of DLR is assessed using evaluation metrics such as
the peak signal-to-noise ratio (PSNR) [33], [34], structural
similarity (SSIM) [35], [36], relative entropy (Re) [1], [37],
Laplacian mean-square error (LMSE), normalized absolute
error (NAE), and cross-correlation (CC) [37] and compared
with well-known methods in six types of tests.

A. Accuracy Analysis

We define six types of tests to assess the accuracy of the
rotation methods. First, the reliability and accuracy of the
DLR should be demonstrated; therefore, test 1 for all available
zones is defined. Six assessment metrics are used for image
comparison, and three standard images, the Baboon, Lenna,
and the Boat, are used in the assessment.

The well-known PSNR, which is classified under difference-
distortion metrics, is applied to the rotated and original images
as a performance measurement for image distortion. The
PSNR is defined in (17) [33], [34] as follows:

PSNR = 10 log10(
c2

max

MSE
), (17)

where MSE is given in (18).

MSE = 1

mn

∑m

x=1

∑n

y=1
(Rxy − Txy)

2
, (18)

and Cmax is the maximum value in the original image; for
example,

Cmax ≤
{

1, in double-precision intensity images

255, in 8-bit unsigned-integer intensity images.

In (18), x and y are the image pixel coordinates, m and n
are the dimensions of the image, Rxy is the rotated image, and
Txy is the original image. The PSNR is often expressed on a
logarithmic scale in decibels (dB). Combining (17) and (18)
provides (19) as the definition of the PSNR.

PSNR = 10log10

⎛
⎝ c2

max∑m−1
i=0

∑n−1
j=0 (R(i,j)−T(i,j))2

mn

⎞
⎠. (19)

The SSIM between the original image and the target image
is applied as another evaluation metric. SSIM uses com-
parisons of three components: the luminance, contrast, and
structure. Finally, the three components are combined to yield
an overall similarity measure, as indicated by (20) [35], [36].

SSIM (x, y) = [l (x, y) ]α.[c (x, y) ]β.[s (x, y) ]γ , (20)

where α > 0, β > 0, and γ > 0 are parameters that are used to
adjust the relative importance of the three components, namely,
the luminance (21), contrast (22), and structure (23).

l (x, y) = 2μxμy + C1

μ2
x+μ2

y+C1
, (21)

c (x, y) = 2σxσy + C2

σ 2
x +σ 2

y+C2
, (22)

s (x, y) = σxy + C3

σxσy+C3
, (23)

where σx = 2
√

1
N−1

∑N
i=1 (xi − μx)

2, σxy = 1
N−1

∑N
i=1

(xi − μx)
(
yi − μy

)
, and μx= 1

N

∑N
i=1 xi, μy= 1

N

∑N
i=1 yi.

C1,C2, and C3 are constants. C1 is sufficiently small to be
ignored (relative to μ2

x). C1 = (K1L)2, C2 = (K2L)2, and
K1, K2� 1. It is easy to verify that this definition satisfies
the three conditions given above. To simplify the expression
SSIM, we set α = β = γ = 1 and define C3 = C2

/
2 such that

C1∼= C2∼=C3∼=0. The result of a specific form of the SSIM is
given in (24) [35].

SSIM (x, y) = 4μxμyσxy

(μ2
x+μ2

y)(σ
2
x+σ 2

y)
. (24)

The Re is used as a method for evaluation accuracy. The Re,
or Kullback–Leibler divergence, is an asymmetric measure of
the discrepancy between two probability distributions [38].
It can also be used to measure the difference between images
and is defined in (25) [1], [37].

Re =
∑

x
log

[
R(x)

(
R (x)

T (x)

)]
, (25)

where R(x) and T(x) are the image functions of the rotated
image and the original image, respectively. Usually, the Re is
used for histogram evaluations. Let T(x) be the histogram of
the original image, let R(x) be the histogram of the rotated
image for the accuracy test, and x ∈ [0, 255].

The result is also evaluated using the LMSE, which is
defined in (26).

LMSE =
∑m

i=1
∑n

j=1 [ω (
xi,j

)−ω(x′
i,j)]∑m

i=1
∑n

j=1 ω
(
xi,j

)2 ,

ω
(
xi,j

) = xi+1,j + xi−1,j + xi,j+1 + xi,j−1−4xi,j. (26)

The result of the original image and the rotated image can
be assessed using the NAE, which is defined in (27).

NAE =
∑m

i=1
∑n

j=1

∣∣∣xi,j − x′
i,j

∣∣∣∑m
i=1

∑n
j=1

∣∣xi,j
∣∣ . (27)
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Fig. 18. Sample of the assessment of test 1 for 3π
8 rad. (a) The original image.

(b) Rotating the original image using DLR by 3π
8 rad. (c) Rotating the image

using DLR by − 3π
8 rad. (d) Trimming the margin from the rotated image.

(e) Resizing the trimmed image to the original image size for assessment
methods that require the original and rotated image to be of the same size.

Furthermore, the CC, which is defined in (28), is used in
the evaluation [37].

CC =
∑m

i=1
∑n

j=1 xi,j.x′
i,j∑m

i=1
∑n

j=1 x2
i,j

. (28)

In (26), (27), and (28), x is a pixel from the original image,
and x′ is a pixel from the rotated image with coordinates i, j.

Six types of tests for assessing the accuracy of the proposed
rotation method are defined. These six tests are based on
the fact that if an image-rotation method is accurate, it will
preserve the information of the original image over single
or consecutive rotations, and the resultant image should be
similar to the original [1].

Test 1 demonstrates the reliability and accuracy of DLR in
all zones. In test 1, as shown in Fig. 18, an image rotates
by iπ

8 , where1 ≤ i ≤ 16 indicates π
8 , π

4 , 3π
8 , π

2 , 5π
8 , 3π

4 , 7π
8 ,

π , 9π
8 , 5π

4 , 11π
8 , 3π

2 , 13π
8 , 7π

4 , 15π
8 and 2π rad. Then, each

rotated image is rotated in the opposite direction by the same
angle to return to the original situation and is compared to
the original image using an assessment method. The rotated
image is resized to the original image size using the nearest-
neighbor interpolation technique for assessment methods that
require the original and rotated images to be of the same size.

DLR is compared with various currently standard rotation
methods. Standard well-known methods for rotation,
such as nearest neighbor, bilinear, and bicubic
interpolation, apply three-pass algorithms with different

Fig. 19. PSNR comparison for test 1 for the Boat image.

TABLE I

SSIM IN TEST 1 FOR LENNA

TABLE II

RESULTS OF TEST 2 FOR THE BABOON

interpolation techniques [6]. Furthermore, DLR is compared
with the FFT [4], [27], [29], [30] and Hermite [1] methods
for rotation. DLR provides accurate results for most rotation
radians. As Fig. 19 demonstrates, on average, DLR is the
most accurate method when compared with other methods
using the PSNR metric. Table I presents the SSIM results
from test 1 for Lenna, where on average, bilinear interpolation
provides a rotated image that is most similar to the original.
Fig. 19 shows the PSNR comparison for test 1 for the Boat
image using different rotation angles.

Test 2: The image is rotated by angles α in the range [0, 2π[
at π

8 intervals, which means that the image rotates by π
8 rad

sixteen times consecutively, and the resulting image is com-
pared with the original image. The DLR image obtained after
sixteen rotations is larger than the original image; therefore,
the resulting image was resized to the original image size using
the nearest neighbor interpolation technique for those assess-
ment methods that require the rotated image and the original
image to be of the same size. There is an alternative for test 2:
each rotated image by DLR can be resized to its actual size
at each step after rotation by π

8 rad. Table II shows the results
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Fig. 20. (a) Comparison result of test 2 with Lenna using SSIM, CC, LMSE,
and NAE. (b) PSNR results for test 2 with Lenna, the Boat, and the Baboon.

of test 2 for the Baboon image, where for DLR, a) the rotated
image was resized in the last step, and b) the rotated image was
resized at each step after rotation. Fig. 20 shows the result after
sixteen rotations, where the DLR resulting image is cropped
and resized to the original image size in the last step. Fig. 20(a)
shows the results of test 2 for Lenna. DLR usually provides
the lowest error rate in terms of NAE and LMSE. The DLR
method yields acceptable results for SSIM and CC. The CC
value of DLR is smaller than that of FFT, but this difference is
offset by DLR’s speed advantage. Fig. 20(b) shows the PSNR
results for the Boat, Baboon and Lenna images. The result
in Fig. 20 demonstrates the robustness and accuracy of DLR.
Hermite and FFT methods distort the edge of the image, as
demonstrated in Fig. 23(a). Using extra margins for image
rotation can solve this problem, although this increases the
computation time and the memory usage. Hermite and FFT
rotation are slow rotation methods, although they are efficient
in terms of preserving important information in the image such
as edges (i.e., high frequency areas). The Hermite method is
used for comparison based on its application as implemented
and published by Park et al. [1].

Test 3: The image is rotated by π
4 rad two times consecu-

tively, and the resulting image and the image rotated once by
π
2 rad are compared [1]. Table III presents the results of test 3
for the Baboon image. Fig. 21(a) shows the PSNR result for
Lenna. DLR utilizes a second step after the Hermite rotation.

TABLE III

RESULTS OF TEST 3 FOR THE BABOON

Fig. 21. Results of test 3 using Lenna. (a) PSNR in test 3 using Lenna.
(b) Comparison of results using SSIM, CC, LMSE, and NAE.

TABLE IV

RESULTS OF TEST 4 FOR THE BABOON

Fig. 22. Test 4 results for Lenna. (a) PSNR results for Lenna. (b) Results
of the CC, SSIM, LMSE, and NAE.

Fig. 21(b) shows the results in terms of the CC, LMSE, NAE
and SSIM for test 3 using Lenna.

Test 4: An image is rotated by π
8 rad four times consecu-

tively, and the resulting image and the image rotated once by
π
2 rad are compared. Table IV presents the results of test 4
for the Baboon image. Fig. 22 shows the result of test 4 for
Lenna. DLR was the second-most accurate method after the
Hermite method.

Test 5: An image is rotated by π
6 rad twice consecutively,

and the resultant image and the image directly rotated by π
3

rad are compared. Fig. 23 shows some samples of test 5.
Tables V and VI present the results of test 5 for the Boat
and Baboon images, respectively. The DLR method in test 5
is not successful and remains the fourth-best method after the
Hermite, bilinear, and bicubic techniques. Fig. 24(a) shows the
comparison results in terms of PSNR for test 5 and Fig. 24(b)
shows the test 5 results for Lenna.

Test 6: An image is rotated by π
6 rad twelve times con-

secutively, and the resultant image and the original image
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Fig. 23. Test 5 samples with Lenna, wherein the left images are directly
rotated by π

3 rad and the right images are rotated 2 times by π
6 rad.

(a) Rotation using the Hermite method. (b) Rotation using the DLR.

TABLE V

RESULTS OF TEST 5 FOR THE BOAT

TABLE VI

RESULTS OF TEST 5 FOR THE BABOON

Fig. 24. Results of test 5. (a) Comparison of PSNR for test 5 for the Boat,
the Baboon and Lenna. (b) Results in terms of the CC, SSIM, LMSE, and
NAE for Lenna.

TABLE VII

RESULTS OF TEST 6 FOR THE BABOON

are compared [1], [15]. Table VII presents the results of test 6
for the Baboon. The proposed method provides the best results
in test 6. Fig. 25(a) shows the PSNR results for the Boat,
the Baboon, and Lenna, wherein the DLR method yields the
highest value. Fig. 25(b) shows the results of test 6 for Lenna.

Fig. 25. (a) PSNR results of test 6 for Lenna, the Boat, and the Baboon.
(b) Results of test 6 for Lenna.

TABLE VIII

NUMBER OF MULTIPLICATION AND ADDITION OPERATIONS

IN DIFFERENT ROTATION METHODS

B. Computational and Time Analysis

Single- and multi-pass algorithms that use various interpo-
lation techniques, such as nearest neighbor, linear, cubic, sinc,
midpoint, and cubic spline interpolation, have been developed
for application to the problem of image rotation. The target
image can be resampled based on linear, bilinear, bicubic or
consistence resampling theory. Sinc and cubic spline interpola-
tion produce high-quality images, but they are computationally
intensive and not suitable for real-time rotation applications.
The overall performance of three-pass algorithms is better
than that of two-pass and one-pass algorithms because three-
pass algorithms have no signal contraction and because the
interpolation is performed by convolution [6].

In image rotation algorithms where there are unallocated
pixels or incorrect aspect ratios, resizing and resampling
functions must be applied to provide the correct result and to
avoid information loss, whereas DLR provides the magnified
result without using any resampling or resizing techniques.
This study focuses on a high-speed image rotation algorithm
to retain fixed-order shape contours, as shown in Fig. 7(g). The
magnification may not be optimal for certain image processing
tasks. In those cases, resizing to the actual size of the original
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Fig. 26. Response time (s) for the Baboon rotation (the FFT and Hermite methods have a response time greater than 1 s).

TABLE IX

NUMBER OF FLOATING AND INTEGER MULTIPLICATIONS, ADDITIONS,

ROUNDING, INCREMENTING/DECREMENTING, AND INDEX LOGICAL

JUSTIFICATION IN DIFFERENT ROTATION METHODS

image is necessary. The DLR preserves sharp edges, but it
increases aliasing (the same as rotation using the nearest
neighbor interpolation technique). Aliasing of the edges of the
rotated image (see Fig. 18b) can be reduced by resampling.
Several approaches that attempt to perform optimization by
interpolating areas of continuous tone, preserve the sharpness
of horizontal and vertical lines and smooth all other curves
have been developed. Table X shows that the proposed
algorithm remains fast, where the magnified rotated image
is resized to the actual size using the nearest neighbor
interpolation technique. Furthermore, the quality assessment
results demonstrate the high quality of the resized
DLR image compared with those produced by single-
or multi-pass algorithms.

Table VIII presents the number of multiplications and
additions required. Table IX presents the same information,
but in greater detail. Based on Tables VIII and IX, DLR
requires fewer floating and integer computations compared
to other methods and thus provides high-speed rotation. The
floating-point computation and rounding operations in DLR
are only performed n + m times. The complexity is O(n + m),
and when n ≈ m is assumed, the complexity is O(2n). 2n is
still linear; thus, we can consider the loop to be of order O(n).

Table X presents the response times from test 1 for Lenna.
Fig. 26 shows the response time for certain rotation angles.
The FFT and Hermite response times are greater than 1 s and
thus exceed the chart bound in Fig. 26. The Hermite and FFT
rotation methods provide the highest quality rotated image,
but these methods are more than 13-times slower than

TABLE X

RESPONSE TIME (s) FOR TEST 1 FOR LENNA

a normal rotation. The DLR provides a trade-off between high
quality and high-speed image rotation. Fig. 26 and Table X
show the average elapsed time for 100 runs in a system with
a Core i5 2.3 GHz CPU and 4 GB of RAM.

The DLR does not provide increased memory efficiency.
It requires both the original image and the target frame
for image rotation, whereas multi-pass algorithms (especially
three-shear algorithms) can rotate images in the same frame.
Moreover, the DLR resulting image is larger than its actual
size; therefore, it raises the expense of computer memory and
storage space.

The DLR rotation by π/2, π , 3π/2, and 2π rad is slower
than the nearest neighbor, bilinear, and bicubic methods
because they use direct index justification without interpola-
tion; however, the DLR method still determines the base-line
and start-line equations to rotate by π /2, π , 3π /2, and 2π rad.
The same speed for each of the aforementioned angles is
achieved if direct index justification is applied. For example,
in the image T(x, y) for rotation by π , only a simple transform
given by X = −x, Y = −y and translation the origin to have
positive coordinates (∀X, Y →Z≥) are sufficient; therefore,
determining the base-line equation and the other corresponding
lines is no longer necessary.

V. CONCLUSION

A new one-pass method, called DLR, for realizing high-
speed, high-quality image rotation has been proposed. The
new method, which is based on line equations and line
rotation, employs the line coordinates in the target image for
rotation. Vertical or horizontal lines from the original image,
depending on the rotation angle, are used. The proposed
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method calculates the size, base-line and start-line equations
in the target image and extracts all corresponding pixels on
both the base-line and start-line. The extracted line pixels
are determined only once for the base-line and start-line,
as they can be calculated for other lines by addition or
subtraction from the base-line coordinates. Each line in the
original image is transformed into two corresponding lines
in the target image as an unallocated pixel-filling method.
DLR primarily uses integer addition and logical index jus-
tification, significantly reducing the number of floating-point
computations and allowing for efficient rotation. DLR provides
rotated images without any changes in the pixel values and it
retains the size of the shape contour in the grid view. The
implementation results reveal good performance of the
DLR method, which is characterized by rapid execution, along
with acceptable accuracy compared to other methods currently
used as standard. The image information is perfectly retained,
and the rotated image can be applied as a basis for other
pattern-recognition tasks and issues.
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